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Abstract—Cooperating systems typically base decisions on The first step in the design of such a system is the require-
information from their own components as well as on input from  ments engineering process. This process typically covers a

other systems. The reasoning process of one system that is Pafaast the following three main activities [4], [5], [6]
of a system of systems can take into account a wider scope that T

is out of reach of its own boundaries. Safety critical decisions of 1) preparative actions, such as a) the identification of the
a system based on information from the environment, such as target of evaluation and the principal security goals and
automatic emergency braking of a vehicle, raise severe concerns b) the elicitation of artifacts, e.g. use case and threat
to security issues. . : . scenarios to support requirements definition as well as
In this paper we address the security engineering process .
for systems of systems. In particular we present a systematic c) risk assessm?m' . L
and constructive approach to the authenticity requirements 2) the actual security requirements elicitation process
elicitation step in this process. The method is based on functional  3) concluding actions, such as requirements categonsatio
dependency analysis. It comprises the tracing down of functional and prioritisation, followed by requirements inspection
dependencies over system boundaries right onto the origin of . . . .
information. This spans a dependency graph with a safety critical [N this paper we address the security requirements elmitat
function as root and the origins of decision relevant information Step in this process. We present a model-based approach to
as leaves. systematically identify security requirements for sysieta
Based on this graph, we deduce a set of authenticity require- he designed in a systems of systems context. Our contributio
ments for the input from the leaves of the derivation graph. This ., hjses the following distinctive features:
set is comprehensive and defines the maximal set of authenticity
requirements from the given functional dependencies. Further « Identification of a consistent and complete set of au-

more, the proposed method avoids premature assumptions on the thenticity requirementsSecurity requirements need to
architectural structure and mechanisms to implement security be explicit, precise, adequate, non-conflicting with other
measures. ’ ' ,

requirements and complete [7].
We show how the overall security goal of maximum
authenticity of all information from cooperating entities

Architecting novel mobile systems of systems poses new leads to a comprehensive set of authenticity requirements.
challenges to getting the dependability and specifically th ~ Once an exhaustive list of requirements is identified, a
security requirements right as early as possible in theesyst ~ requirements categorisation and prioritisation process c
design process. Security engineering is one importantcaspe ~ €valuate them according to a maximum acceptable risk
of dependability [1]. This process addresses such issues as Strategy.
how to identify and mitigate risks resulting from conneitiv. =~ » Security mechanism independendéie most common
and how to integrate security into a target architecture [2] problem with security requirements, when they are spec-

A typical application area for mobile systems of systems ified at all, is that they tend to be accidentally replaced
are vehicular communication systems in which vehicles and With security-specific architectural constraints that may
roadside units communicate in ad hoc manner to exchange Unnecessarily constrain the security team from using the

I. INTRODUCTION

information such as safety warnings and traffic informatids most appropriate security mechanisms for meeting the
a cooperative approach, vehicular communication systems ¢ trué underlying security requirements [8].

be more effective in avoiding accidents and traffic congesti In our approach we avoid to break down the overall re-
than current technologies where each vehicle tries to solve duirements to requirements for the edges of the functional
these problems individually. However, introducing depemze dependency graph prematurely. So the requirements iden-

of possibly safety critical decisions in a vehicle from the fified by this approach are independent of decisions not
information of the network raises severe concerns to sgcuri ~ Only on concrete security enforcement mechanisms to
issues. Security is an enabling technology in this emerging US€, but also on the structure, such as hop-by-hop versus
field because without security those systems would not be €nd-to-end security measures.

possible at all. In some cases security is the main concerriThroughout this paper we use the following terminology
of the architecture [3]. taken from [1]: A systemis an entity that interacts with



other entities, i.e., other systems. These other systems which leaves open, the degree of coverage of requirements,
the environmentof the given system. Asystem boundarys depending only on expert knowledge.
the common frontier between the system and its environmentln [10] actor dependency analysis is used to identify at-
Such a system itself is composed @fmponentswhere each tackers and potential threats in order to identify security
component is yet another system. Furthermore, in [1] tmequirements. The so calléti approach facilitates the analysis
dependencef system A on system B represents the extent tf security requirements within the social context of ralav
which system A's dependability is affected by that of systemctors. In [11] a formal framework is presented for modellin
B. This work though focuses on purely functional aspects ahd analysis of security and trust requirements at an organi
dependence and omits quantitative reasoning. sational level. Both of these approaches target orgaorsati

For the approach proposed, we describeftimetionof such relations among agents rather than functional dependence.
a system by dunctional modeland treat the components asThose approaches might be utilised complementary to the
atomic and thus we do not make preliminary assumptiopsesented. Also the output of organisational relationdyais
regarding their inner structure. Rather, the adaption tomay be an input to our functional security analysis.

concrete architecture is considered to be a task withinleawfel ~ In [7] anti-goals derived from negated security goals are
up refinement and engineering process. used to systematically construct threat trees by refinemient
these anti-goals. Security requirements are then obtaased
Il. RELATED WORK countermeasures. This method aims to produce more complete

requirements than other methods based on misuse cases. The

The development of new security relevant systems that iRsfinement steps in this method can be performed informally
teract to build new systems of systems requires the integrator formally.

of a security engineering process in the earliest stages of
the development lifecycle. This is specifically important i . M OTIVATION
the development of systems where security is the enablingThe derivation of security requirements in general, espe-
technology that makes new applications possible. cially the derivation of authenticity requirements regms an

A comprehensive concept for an overall security requir@ssential building block for system design. With an inceeas
ments engineering process is described in detail in [5]. THethe severity of safety-relevant systems’ failures thended
authors propose a 9 step approach called SQUARE (Secuiitgreases for a systematic approach of requirements tieriva
Quality Engineering Methodology). The elicitation of thewith a maximum coverage. Also during the derivation of
security requirements is one important step in the SQUAREeCUrity requirements, no pre-assumptions should be made
process. In [6] several concrete methods to carry out tkjs s@bout possible implementations.
are compared. These methods are based on misuse cases (M&Ye will further motivate this with respect to the require-
soft systems methodology (SSM), quality function deplogmements derivation process with an example from the field
(QFD), controlled requirements expression (CORE), issuef vehicle-to-vehicle communications and demonstrate the
based information systems (IBIS), joint application depel Common mistakes.
ment (JAD), feature-oriented domain analysis (FODA)jaait A Example Use Case

discourse analysis (CDA) as well as accelerated requireamen . . . .
ysis ( ) d For a better illustration of the described problems we will

method (ARM). A comparative rating based on 9 different fer to an examole. illustrating use case description for a
criteria is also given but none of these criteria measures xample, Tiu Ing u Pt

- - . ossible vehicle-to-vehicle scenario:
the completeness of the security requirements elicitechby e 1) Use Case 1:A vehicle’s Electronic Stability Protection
different methods.

o . . ESP nsor r ni hat the ground is very sli when
A similar approach based on the integration of Commag SP) sensor recognises that the ground is very slippy whe

R . . lerating in combination with a low temperature. In
Criteria (ISO/IEC 15408) called SREP (Security Reqwretnenacceeat g in combination with a low temperature. In otde

: ] . X . warn successive vehicles about a possibly icy road, thekehi
Engm_eerlng Process) is described n [4]. quever the c.m.ecrsends out information about this danger including the GPS
techniques that carry out the security requirements atioit

rocess are given only very broadly. A threat driven meth&?smon data, where the danger was detected,
b give y Very. aly. A1 v 2) Use Case 2 vehicle receives a warning about an icy
is proposed but is not described in detail.

i ki ¢ i : ) .. road at a certain position. It compares the information $o it
In [8] different kinds of security requirements are ideetifi ., yosition and heading and signals the driver a warning,

and informal guidelines are listed that have proven useff‘f”the dangerous area lies up front. Additionally the vesicl

when e!lcmng concrete security requweme_nt_s. '!'he authgy, retransmit the warning, given that the position of this
emphasises that there has to be a clear distinction betw%%@urrence is not too far away.

security requirements and security mechanisms.

In [9] it is proposed to use Jackson's problem diagrams B Common Approaches
determine security requirements which are given as cantdra There are several possible approaches, that may be taken,
on functional requirements. Though this approach presentglepending on the system architect’s background.
methodology to derive security requirements from security An architect with a background in Mobile Adhoc Networks
goals, it does not explain the actual refinements proce§8IANETS) would first define the data origin authentication



[12] of the transmitted message. In a next step he may reason
about the trustworthiness of the transmitting system.

An architect with a background in Trusted Computing [13]
would first require for the transmitting vehicle to attest fo
its behaviour [14]. Advanced experts may use the techniques
of sealing, binding, key restrictions and TPM-CertifyKay t
validate the trustworthiness and bind the transmitted ttata
this key [15].

A distributed software architect may first start to define
the trust zones. This would imply that some computational
means of composing slippy wheels with temperature and
position happen in an untrusted domain. Results may be the
timestamped signing of the sensor data and a composition of

these data at the receiving vehicle. is based on the work from [16]. For reasons of simplicity
and readability the formal description of the model is oeultt

) _ here and a graphical representation is used to illustrae th
The presented methods shall only illustrate a few differegknaviour of the evaluation target.

approaches that might be taken, when challenged with théa fynctional model can be derived from a use case de-
development of. secure architecture |.Ike thIS'. Still, on@ cacription by identifying the atomic actions in the use case
see, that very different types of security requirementstia@e gescription. These actions are set in relation by definirg th
outcome. Some of which leave attack vectors open, suchtggctional flow among them. The functional flow considers In-
the manipulation of the sending or receiving vehicles imér ,y/Output operations as well as interprocess communitati
communication and computation. or even interthread communication. The important factor is
Another conclusion that can be derived from these exampiggt some kind of data transport or control flow takes place.
is related to premature assumption about the implementatiqherefore, it does not matter, if the data is transmitted by
Whilst in one case the vehicle is seen as a single computétioga action triggering push-operations, or by pull-operatio
unit that can be trusted, in another case it has to attests‘orpqoweven if availability and lifeness analysis were takatoi
behaviour when sending out warnings. The third analysis gécount as well, the analysis of control flow would need to be
the same use cases however, requires for a direct commggressed as well.
nication link and cryptography between the sensors and thap the case of highly distributed systems and especially a
rece?ving yehicle and the composition of data is moved to thgstributed system of distributed systems, it is very commo
receiver side. that use cases do not cover a complete functional cycle
Though all of the approaches may lead to the same leygoughout the whole system under investigation. Rathgr on
of security for the designed architecture, there is N0 M&§NS certain components of the system are described regardig th
which they can be compared regarding the security requilgshaviour. This must be kept in mind, when deriving the
ments, that they fulfil. By analysis of the authors, this isi-a dfynctional model. In order to clarify this distinction, fetional
rect result of falsely defined system boundaries, whererigcumodels that describe only parts of the overall system behavi
requirements are formulated against internal subsystatherr || pe called functional component model
than the system at stake itself. The choice of the apprepriat Example - Functional Component ModeRegarding the
abstraction level and SyStem boundaries constitutes @rratgxamp|e use cases given in Section 1-A the resumng func_
big challenge to systems of systems design, especially injgnal component model for a vehicle can be illustrated as
system of systems application like the one presented hereshown in Figure 1. In this context, functional flow arrows
outside of the vehicle’s boundaries do refer to functiorai
between different instances of the component, whilst nater
The approach described in the following can be decomposgsly arrows refer to flows within the same instance of the
into three basic steps. The first one is the derivation of t%mponent. For the given example, the external flows reptese
functional model from the use case descriptions in termsof gata transmission of one vehicle to another, whilst theriratie

action oriented system. In a second step the system at stakfiolys represent communication within a single vehicle.
defined and possible instantiations of the first functionatle

are elaborated. In a third and final step, the actual reqeinésn B System Instances
are derived in a systematic way, resulting in a consistedt an Based on the functional component model, one may now
complete set of security requirements. start to reason about the overall system. The synthesiseof th
inner and the outer system behaviour builds the global syste
behaviour. The instantiation of the component describeten

For the description of the functional model from the usase cases has to be done with care though. It is not the goal to
cases an action-oriented approach is chosen. The approastantiate every possible combination of e.g. names, @seth

Vehicle-Component

sensing(ESP-Sensor, _[send(CU,
SlippyWheels) dangerwarning(position,typg

: I
positioning(GPS,position) show(Driver,
warning(relativePosition))

receive(CU, forward(CU,

dangerwarning(position,typgJ > dangerwarning(positioﬂ?
I T

Fig. 1. Example Functional Component Model
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C. Problem Evaluation

IV. APPROACH

A. Functional Model



system instances would be isomorphic. Rather, it is desireds happened (for a formal definition we refer the reader to
to construct allstructurally differentpossibilities that may be [17]).
used to construct a system. It shall be noted, that the requirements process in this
Finally, all possible instances may be regrouped and the sgase utilised positive formulations of how the system sthoul
tem’s boundary actions (denoting the actions that aredrigdy behave, rather than preventing a certain malicious bebavio
by or influence the system environment) have to be identifiefilso it has to be stressed, that this approach guarantedsefor
These will be the basis for the security requirements defmit system / component architect to be free regarding the choice
in the next step. of concepts during the security engineering process.
Example - System Instancel Figure 2 an example for Special care has to be taken though in cases of unlimited
possible instances of the vehicle description in a disteitbu possible system instances - as is the case with the presented
vehicle-to-vehicle scenario is presented. Note that thebmr example. In practice, a certain boundary may usually be wraw
of instance for such a scenario seems to be infinite in this re;g. the maximum number of computers is naturally restticte
resentation, though, of course, the number is firstly retsii Therefore, there always exists only a countable and limited
to the number of vehicles on earth. Secondly, the forwardimymber of instances of the system. Accordingly we may define
of a message was restricted to the distance from the dangets of requirements regarding certain large and undefined b
that is being warned about. We could therefore assumdiraited sets of instances.
certain (unclear) number, but the security requirementsilsh ~ Finally, requirements (especially those referring to darg
be general enough, to cover all these cases, e.g. by wilésinsets) may be evaluated regarding to their importance tofhe s
description in a parameterised way. tem. This manual analysis may reveal that certain functiona
dependencies are presented only for performance reasons.
This can be valuable input for the architects as well, and
The set of possible instantiations of the functional consometimes reveal premature decisions about mechanisats, th
ponent model is used in a next step to derive security r&ere already done during the use case definition phase.
quirements. First, the boundary actions of the system modefThough it might appear possible that this approach may
instances have to be determined. The tdroundary action form infinite circles among the system actions, this cannot
in this sense refers to the actions that form the interaaion happen for well-defined use cases. This actually originates
the internals of the system with the outside world. These afem the fact that every action represents a progress in. time
actions that are either triggered by occurrences outsidbeof Accordingly an infinite loop among actions in the system
system or actions that involve changes to the outside of taeuld indicate that the system described will not terminate
system. The requirements derivation process will however highligh
With the boundary actions being identified, one may nowvery functional dependency that is described within the us
follow the functional graph backwards. Beginning with theases. Accordingly, when the use case description incatgsr
boundary actions by which the system takes influence on thigre than the sheer safety related functional description,
outside, we may propagate backwards along the functionralditional requirements may arise. Therefore, the remeérgs
flow. These backwards references basically describe the fuhave to be evaluated towards their meaning for the system’s
tional dependencies of actions among each other. From #fety. Whilst one can be assured not to have missed any safety
functional dependency graph we may now identify the endlevant requirement, this is a critical task, that shouéd b
points - the boundary actions that trigger the system behavi performed with care, in order not to misjudge a requirensent’
that depends on them. Between these and the correspondisigvance and thereby induce security holes.
starting points, a requirement exists, that without such an o
action happening as input to the system, the correspondiig Formalisation
output action must not happen as well. From this we formulateFormally, the functional flow among actions can be inter-
the security goal of the system at stake: preted as an ordering relatiaja on the set of action&; in
Whenever a certain output action happens, the input actiencertain system instance To derive the requirements the
that presumably led to it, must actually have happened. reflexive transitive closuré; is constructed. By construction
This requirement shall now be enriched by additional paule, the functional flow graph is sequential and free of kop
rameters. In particular, it shall be identified which is timity  as every action can only depend on past actions. Accordingly
that must be assured of the aforementioned requiremertt. We relation is anti-symmetricg’ is a partial order on:;,
these additional parameters set, we may utilise the defmitiwith the maximal elements.ax corresponding to the outgoing
of authenticity from the formal framework of Fraunhofer SI'Tboundary actions and the minimal element#: correspond-

C. Functional Security Requirement Identification

[17], to specify the identified requirements. ing to the incoming boundary actions. After restrictigig to
The syntax used to describe these requirements in parathese elementy; = {(z,y) € ¥; x Z; | (z,y) € (f Az €
terised form is defined as follows: min Ay € max} this new relation represents the authenticity

Definition 1: Authentic(A, B, P): Whenever an actiol3 requirements for the corresponding system instafoe:all
happens, then it must be authentic for an AgBnthatin any z,y € ¥; with (z,y) € x;: auth(z,y, stakeholder(y)) is a
course of events that seem possible to him, a certain adtiorrequirement. Accordingly the union of all these requirements
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dangerwarning(position, typi
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— — — ! show(Driver,
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1
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warning(relativePosition))

'receive(CU, L-7" Wowardcu, "] receive(CU,

! | _dangerwarning(position, type])' e " dangerwamlng(posmon lypec))

dangerwarning(position, typ€)J |
T

I >
receive(CU, \'forward(CU
dang i ion, type)) ™ " dangerwarning(position,| lype‘))
T

g
po: uiun,typel
T

Vehicley

Instance 3]
sensing(ESP-Sensor,
SlippyWheels)

positioning(GPS position

Example

Fig. 2.

Functional Model Instances

for the different instances pose the set of requirements f&8 = {(sens(ESP(Vy), sW), show(Viw, Du, warn(rP))),

the whole system. However, a lot of correlations between the
system instances should appear, such that either requiteme

overlap, or first-order predicates can express them.
Example
For the given system model instances, we may

identify the authenticity requirements for the act|oqgIr
D=Driver,
Stability
pos=positioning,
pD=positionData,
this
could be done by reversing the arrows and removing t

show(Vy, Dy, warn(rP)) (with V=Vehicle,
CU=Communication  Unit, FESP=Electronic
Protection  sensor, warn=warning,
sens=sensing, rP=relativePosition,
sW=slippyWheels, dw=dangerwarning). Graphically,
dotted arrows and boxes.
Formally, for the first system instance, we can analyse:
¢ = {(sens(ESP(Vy), sW), send(CU (Vp), dw)),
(pos(GPS(Vy), pD) send(CU (Vp), dw)),
end(CU(Vp), dw), rec(CU(V,,), dw)),
s(GPS(Vy),pd), show(V,,, D,warn(rP))),
c(CU (Vy), dw), show(Vy, D, warn(rP)))}
1 U{(z,2)|lz e Z}U{
ens(ESP(Vy), sW),rec(CU(V,,), dw)),
ens(ESP(Vgy), sW), show(Vy, Dy, warn(rP))),
pos(GPS(Vy),pD), rec(CU(V,,), dw)),
pos(GPS(Vy),pD), show(Vyy, Dy, warn(rP)))}
{(sens(ESP(Vy), sW), show(Vy, Dy, warn(rP))),
(pos(GPS(Vy),pD), show(Vy, Dy, warn(rP))),
(pos(GPS(Vy),pD), show(Vy, Dy, warn(rP)))}

(s
(po
(re
(G=¢
(s
(s
(
(

X1 =

An analysis for the second system instance will result in:

x2 = {(sens(ESP(Vy), sW), show(Vy,, Dy, warn(rP))),
(pos(GPS(Vy), pD), show(Vy,, Dy, warn(rP))),
(pos(GPS(Vy,),pD), show(Vy, Dy, warn(rP))),
(pos(GPS(Vl),pD), Show(‘/w» D, warn(rp)))}
And the third system instance will result in:

Security Requirements of Authenticity:

(pos(GPS(Vy),pD), show(Vay, Dy, warn(rP))),

(pos(GPS(Vy),pD), show(Vy, Dy, warn(rP))),
(pos(GPS(V1),pD), show(Vy,, Dy, warn(rP))),
(pos(GPS(Va),pD), show(Vyy, Dy, warn(rP)))}

no The first three elements in eagh will obviously always be
the same. The rest of the elements can be expressed in terms of
st-order predicates. This leads to the following autloiyt
requirements for all possible system instances:
1) auth( pos(GPS(Vy,),pD),
show(Vy, Dy, warn(rP)), Dy, )
2) auth( pos(GPS(Vy),pD),
show(Vy, Dy, warn(rP)), Dy, )
l‘g auth( sens(ESP(Vy), sW),
show(Viy, Dy, warn(rP)), Dy, )
4)V Vi € Viorwara : auth( pos(GPS(Vy),pD),
show(Vy, Dy, warn(rP)), Dy, )
As mentioned above, the resulting requirements have to be
evaluated regarding their meaning for the functional yafét
the system. For the first three requirements the argumentati
is very straight forward regarding, why they have to be
fulfilled:

1) It must be authentic for the driver, that the relative
position of the danger he/she is warned about is based
on correct position information of his/her vehicle.

2) It must be authentic for the driver, that the position of
the danger he/she is warned about is based on correct
position information of the vehicle issuing the warning.

3) It must be authentic for the driver, that the danger he/she
is warned about is based on correct sensor data.

The last requirement 4) however must be further evaluated.
Studying the use case, we see, that this functional depepden
originates from the geographic based forwarding policyisTh
policy is introduced for performance reasons, such thathan
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